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 Motivation

CNN have remarkable localization ability despite being trained on image level 

labels. 

 Application

Weakly supervised object localization and CNN visualization

Object detectors emerge in deep scene cnns, ICLR 2015
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Mc(x, y) directly indicates the 

importance of the activation at 

spatial grid(x, y) leading to the 

classification of an image to 

class c. 

Learning Deep Features for Discriminative Localization , CVPR 2016



Results
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We follow a slightly different bounding box selection strategy 

here: we select two bounding boxes (one tight and one loose) 

from the class activation map of the top 1st and 2nd predicted 

classes and one loose bounding boxes from the top 3rd predicted 

class. This heuristic is a trade-off between classification accuracy 

and localization accuracy. 

We first segment the regions of which the value is above 20% of 

the max value of the CAM. Then we take the bounding box that 

covers the largest connected component in the segmentation map. 
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Dome: 圆屋顶

Palace：宫廷，豪宅

church:：教堂

Altar：祭坛，圣坛

Monastery：修道院
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Grad-CAM as a generalization to CAM 

We apply a ReLU to the linear combination of maps because we are only interested in the features 

that have a positive influence on the class of interest, i.e. pixels whose intensity should be increased 

in order to increase yc. Negative pixels are likely to belong to other categories in the image. 

Grad-CAM: Visual Explanations from Deep Networks via Gradient-based Localization, ICCV 2017
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Tell Me Where to Look: Guided Attention Inference Network , CVPR 2018

 Supervised by only classification loss, attention maps often only cover small and most discriminative 

regions of object of interest 

 Bias in the training data(the foreground object incidentally always correlates with the same background 

object )
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Results
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THE   END！
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